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Abstract — The method based on third-order statistics 
(TOS) for the estimation of exponentially damped har-
monic signal parameters in presence of additive Gau-
sian band-limited noise is presented. Contrary to the 
conventional approaches using date samples or correla-
tion functions samples, the TOS method takes the ad-
vantages of cumulants and can improve the poles pa-
rameters estimation. The theory and numeral simula-
tion results are given to demonstrate the performance 
of the TOS method, the increasing accuracy of complex 
poles estimation and the redaction of the noise thresh-
old that can provide the range extension of active and 
passive radar systems. 
 

I. INTRODUCTION 
 

It is known, that various physical objects such as auto-
mobiles, planes etc. are radiant by specific wide-band elec-
tromagnetic radiation, which makes it possible to use them 
for objects identification. From this point of view the most 
informative ones are the natural electromagnetic radiations 
in the resonant frequency band appropriate to geometric 
forms and sizes of the objects. For the objects with charac-
teristic sizes from 10 cm up to 10 m the resonant band of 
frequencies is from one up to hundreds of MHz. 

Sources of such natural electromagnetic radiations are 
the physical processes accompanying with functioning of 
objects (electrostatic discharges, processes in combustion 
engines, excitation from torches of rockets etc.) or probe 
signals of active radar stations, if the spectrum of these 
signals superimposes the band of objects’ resonant fre-
quencies. The responses excited by these processes have 
damping oscillating character which frequencies and 
damping factors are determined by form and size of the 
object. 

In accordance with singularity expansion method [1] the 
mathematical model of the late-time part of this target re-
sponse can be decomposed into a finite sum of damped 
sinusoids and so the natural electromagnetic radiation of 
objects can be described by the resonant model. The model 
consists of parameters of two types: dependent on an ener-
gizing signal (polarization, form, direction of arrival) and 
invariant to it – the natural complex resonant frequencies 
of targets [2]. So the natural late-time portion of the  re-
sponse can be used for the aspect-independent active and 
passive radar target discrimination. 

A lot of parametrical and non-parametrical methods of 
parameters estimation of resonant model can be applied to 

analyze the late-time natural part of the target radiation. 
Our study of different methods determined their noise 
thresholds, accessible accuracy and approximateness to 
Cramer-Rao bound. 

Recently in the scientific literature the increasing atten-
tion is given to use higher order statistics in digital signals 
processing. The motivation of using cumulants is threefold 
[3]: 

− the cumulants of Gaussian processes of order greater 
than two are zero and so they can be used to suppress noise 
under certain conditions; 

− the cumulants of non-Gaussian processes include 
higher order statistical information about the signal; 

− cumulants are phase sensitive statistics. 
The main purpose of this paper is investigation and de-

velopment of the TOS method for parameter estimation of 
resonant model in presence of Gaussian band-limited noise 
and the comparison of this method with traditional meth-
ods. The described in this article methods may be used for 
the active and passive radar target discrimination. 
 

II. RESONANT MODEL IN ACTIVE AND PASSIVE 
RADAR SYSTEMS 

 
The response of a conducting radar target to a band-

limited excitation can be represented in the late-time as a 
model consisted of a finite sum of damped sinusoids [2]. 
Such a model will allow us to estimate effectiveness and 
accuracy of different digital algorithms. It can be written 
as: 
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where k = 0, 1, ..., N – 1 are numbers of samples of signal 
yk; M is the number of dominant resonances induced by an 
exciting field; nk are samples of additive Gaussian band-
limited noise; |bt|, ϕt are the aspect dependent amplitude 
and phase of t-th target mode; αt, ωt, are the aspect inde-
pendent damping factor and natural frequency of t-th target 
mode. Note, that ( )ttt jz ω+α= exp , ( )ttt jbb ϕ= exp  are 
complex conjugate pairs since the field yk is real. 

The parameters of signal xk have to be agreed with the 
real sizes of radar targets. The model of signal will be rep-
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resented as a sum of three damped sinusoids. Based on 
results of experiments, subscribed in [4], we have assumed 
that the main resonant frequencies of the object are f1 = 6 
MHz, f2 = 25 MHz and f3 = 100 MHz. These frequencies 
correspond to geometric sizes of such objects as a automo-
bile, a small plane, etc. As poles of resonant model have 
low Q-factors, we assumed that the magnitudes of Q-
factors at the frequencies f1, f2, f3 are Q1 = 2, Q2 = 2.25, Q3 
= 2.5 accordingly. The amplitudes of modes were chosen 
as b1: b2: b3 = 0.2: 0.4: 0.9. 

The model of an additive noise nk has to correspond to 
conditions of real experiment, therefore we assumed that 
the Gaussian white noise with an infinite band is restricted 
at 150 MHz. The signal-to-noise ratio (SNR) for additive 
Gaussian band-limited noise was calculated according to 
the formula: 
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where M(•) denotes the mean value. The realization of the 
signal with the SNR = 30 dB is depicted in Fig. 1. 
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Fig. 1. The realization of the signal with the signal-to-noise ratio 
SNR = 30 dB 

 
Thus the mathematical model of a signal, appropriated 

to the natural electromagnetic radiation of the physical 
object, was chosen. 

 
III. PRONY’S METHOD 

 
Prony's method is one of the methods to determine the 

parameters of a linear combination of exponential func-
tions. The essence of this method consists in adjustment of 
an exponential model to the measured data [5]. 

Prony’s method has three main stages. On the first stage 
parameters of a linear prediction at with the help of autore-
gressive algorithm are determined 
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where R is an autocorrelation matrix (M + 1) × (M + 1); at, 
t = 1, 2, …, M are coefficients of linear forward-prediction 
and ρ  is an average error of a linear forward-prediction. 

On the second stage from the received vector a a poly-
nomial is formed 
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and its roots zt are defined. The estimation of the damping 
factors αt and natural frequencies ωt are determined as 
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where T is a period of discretization of a signal. 

On the third stage the system of linear equations for the 
calculation of magnitudes and initial phases is determined. 
Studying classical versions of this method has resulted in 
its improvement and generalized versions and understand-
ing their noise characteristic features. 
 

IV. THIRD-ORDER STATISTICS METHOD 
 

The third-order statistics method also consists of three 
main stages [3]. First of all the third-order correlation se-
quence (third-order cumulants) is calculated 
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where “*” denotes complex conjugate. 

On the second stage the system of linear equations 
should be constructed 
 
 yy raR −=′⋅ , (7) 
 
where 
 ( )TMaaa L21=′a  (8) 
 
is an autoregressive coefficient vector of the resonant 
model of the signal xk and T denotes the transposition. The 
most informative 1-D slice of the third-order cumulant 
R(m,n) (Fig. 2) should be found to form Ry and ry. Two 
different slices which can be used are depicted in Fig. 3 
and Fig. 4. So from R(m,m) we can determine: 
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The minimum norm solution of the linear system (7) 
can be, for example, given as [3]: 
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where H denotes transposition and conjugation. 

On the third stage of the TOS method the polynomial 
(4) using coefficients a′  are formed. Then the roots of this 
polynomial are determined and the estimations of resonant 
frequencies and damping factors of a resonant model are 
found according to formula (5). 
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Fig. 2. 2-D sequence of the third-order cumulants 
of the resonant model 

 
 

0 10 20 30 40 50
0.01

0

0.01

0.02

0.03

m

R(
m

, m
)

 
 

Fig. 3. 1-D slice R(m, m) of the third-order cumulants 
of the resonant model 

 
Note, that according to the simulations the slice R(m,0) 

for the forming (9) in case of used resonant model can be 
successful used. 

 
 

V. RESULTS OF DIGITAL MODELLING 
 

As it was investigated [6], traditional methods of pa-
rameters estimation of the resonant model, such as Prony's 

method, are not able to estimate poles of resonant model 
with a appropriate accuracy if the SNR less as 20dB. 
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Fig. 4. 1-D slice R(m, 0) of the third-order cumulants 
of the resonant model 
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Fig. 5. Estimates of poles for 50 independent runs using Prony’s method,  
SNR = 5 dB 
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Fig. 6. Estimates of poles for 50 independent runs using TOS method,  
SNR = 5 dB 

 
So we have carried out a comparison of this method 

with the TOS method. The poles of the resonant model 
were estimated by algorithms described in sections III and 
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IV. The results of poles estimation by TOS and Prony's 
methods for 50 independent realizations of Gaussian band-
limited noise with SNR = 5 dB are depicted in Fig. 5 and 
Fig. 6. The true signal poles locations are depicted as cir-
cles, the estimations - as points. It should be note, that 
poles defined by TOS, in contrast to Prony’s method, have 
a significantly less variance and concentrate around their 
true values.  

The quantitative comparison of effectiveness of the 
above considered methods was made by using the variance 
of poles: 
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where zt is t-th pole of the signal; zt,i is estimation of t-th 
pole for i-th trial run of yk (1); αi is damping factor of t-th 
pole; K is a number of independent trial runs. Each sample 
of variance was computed by K = 50 trial runs. Independ-
ent Gaussian band-limited noise sequence each run was 
perturbed with the xk. The SNR was estimated in accor-
dance with (2). The simulation results for the TOS method 
are depicted in Fig. 7. 

The comparison of the two methods by estimation of 
variation for the first pole is depicted in Fig. 8. We can 
conclude, that by using TOS method the noise threshold of 
poles estimation can be significantly shifted and estimation 
accuracy can be improved on 3-7dB. If a threshold level of 
the accuracy is defined, for example, by variance D = -5 
dB, Prony's method gives satisfactoral results for the low-
frequency pole only at the SNR = 16 dB, while the TOS 
method – at  SNR = 5 dB.  
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Fig. 7. Variance of the poles estimated by TOS method 
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Fig. 8. Variance of the 1-st pole estimated by TOS and Prony’s methods 
 

VI. CONCLUSIONS 
 

The third-order statistics were used for the purpose of 
parameter estimation of the targets resonant models. The 
model consisting of three damped sinusoids and additive 
Gaussian band-limited noise was chosen. We determined 
the most informative 1-D slice of the 2-D sequence of 
third-order cumulants and defined the parameters of the 
model. Comparison estimation the TOS method with the 
traditional Prony’s method proved its high accuracy of the 
poles determination. The third-order statistics can be used 
as an effective tool for the determination of resonant model 
parameters as well in the passive and active radar systems 
as in other different applications of signal processing. 

The results of digital modeling shows that the using of 
TOS method for parameter estimation of the resonant 
model leads to accuracy increase of the estimation of poles 
on 3-7 dB in comparison with traditional algorithms, that 
can provide the increasing range of active and passive ra-
dar stations up to three times. 
 

VII. REFERENCES 
 
[1] C.E. Baum, “The Singularity Expansion Method,” in 

Transient Electromagnetic Fields, L.B. Felson, Ed. 
New York: Springer-Verlag, 1976. 

[2] A. G. Perny, “Target identification by natural resonant 
estimation,” IEEE Trans. Aerospace Electron. Syst., 
vol. AES-11, no. 2, pp. 147-154, Mar. 1975. 

[3] C.K. Papadopoulos, C.L. Nikias, “Parameter Estima-
tion of Exponentially Damped Sinusoids Using Higher 
Order Statistics,” IEEE Trans. on Acoust., Speech, Sig-
nal Processing, vol. 38, pp. 1424-1436, 1990. 

[4] E. Rothwell, D. P. Nyquist, K. M. Chen, and B. 
Drachman, “Radar Target Discrimination Using the 
Extinction-pulse Technique,” IEEE Trans. Antennas 
Propagat., vol. AP-33, NO. 9, Sept. 1985. 

[5] S. Lawrence Marple, Jr., Digital Spectral Analysis with 
Applications, MIR, Moscow, 1990. 

[6] Y.V. Kuznetsov, V.Y. Chtchekatourov, A.B. Baev, 
“Identification of the Natural Frequencies of an Object 
by Using the Processing of Target - Signature Data in 
the Presence of Noise,” in Fourth Scientific Exchange 
Seminar, Moscow: MAI, 1996. 


